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Introduction

Searls [5] proposed an estimator .for the population mean
[X to reduce the effect of a few large observations, particularly in the
samples of small sizes, which are not the outliers but are rather true
observations. The effect of these offending observation is that the

n

usual estimator y = of mean [i, though unbiased, gives

«=1

an estimate which is considerably higher than the true value of the
parameter [x. Tukey and McLaughlin [6], Grow [1], Dixon [2],
Searls [3] etc. have suggested various techniques for estimation of
mean when sample contains extreme or large observations. Searls ^3]
proposed an estimator yf for mean which is constructed by replacing
all sample values larger than a predetermined cutoff point t by the
value of t itself. The cutoff point need not be any observed value,
say y^r) or, one depending on the parameter to be estimated. It is
assumed that the sampler has only some rough indication of the
possible range in which the data may occur. It helps him to
choose a cutoff point t and to construct the estimators for the para
meters of the population. The object of the present paper is to

show that the proposed estimator for variance (t2 is more efficient

then for a wide range of values of t.
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2. The Estimator sf

Let yi, y2,.-.yn, be the sample observations from a distribution
n

with p.d.f.f(y) and c.d.f. F(y). Lety y^he thesample mean

J=l
n

and (7! —1) 5®= Then, we define

y=i

r

/=i

(2.1)

where r is the number of observations with values less than or equal
to t,

" r

yt=-^ ^ yi+(n-r) t (2.2)
-;=1 J

and t is the cut off point where the distribution F{y) gets truncated

on the right. Let a^^ as, t and ka, t be the mean, variance, third
and fourth moments about the origin of this truncated distribution
and P[y)<i\=F{t)=p?in.& q=\—p. Then

E[y,]^E ^ E[yi\y,<t]+tE n—r
(2.3)

(2.4)

(2.5)

(2.6)

E

E

(«-i)sf

r

[S

=p itt+q t

[2>:]
y=i

=« p

and

E [n —r]=--nq

~ -2 " _j_ ' r

y*
n

P
\

Hence, from (2.3) to (2.7) we get

-\-t^ E{n-r]-n E

+ip \>-t+qtf (2.7)

(«-l) S] ]=(«-]) [ /7 ( af + <2-(p II,+q tr
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or

sf +(if ^+q t^-(p \>.t+gt)^
=p

=(7*2 (say) (2.8)

3. Bias and Mean Square Error of

Bias ^ 5® -a2
= <7»2_ff2

= -gW^+P (\^t'-t)^+2p (t-in) (fx/-?)] (3.1)

where (j./ and 0/2 are the mean and variance of the left truncated
distribution.

^*2

Let s—. Then Bias
a2

( )-(A- •1) o2<0 [by virtue of(3.1)], sothatO<X<l,

The mean square error of S, can be written as

Now

MSE 'E St
I-

-2<J^E + a^ (3.2)

E

I

\ s; ] =(^ ^^[2] y' \
/=1

+«'£(• yl )'

{n-r)ft ]^-2n E )

7=1
r

+2t^EUn-r)^
J=i

r

-2 nt^ E

(-)!
j=i

(3.3)
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E.

t

(S )( ^0 P pci.3,t{p iit+qt)
7=1 ' "

E («-0 y'

•y^

7=1

+ («—]) (a«2 + !J.«2) (piJ-i+qt)^

=.^[(«-I)gr{/;.(c7,2+^,2)+^,2}

(3.4)

+ 2 (n-l) g t {p y-t+q <) + («—1) (n—2) q

(P l^t-^qty+q t^] (3.5)

=n (n-l) pq

E [(n—r)^]=n (n— 1) q^+n q

(3.6)

(3.7)

(3.8)4(S )'\ =np a.i,t+n (n—1) (o'<2+[/.«®)2

7= 1

and

^ ( y^i ) =7^ [/» «4'<+4 (n-l) «3,« (/'t^t+9 0
+ 6 (n-1) («-2) {p (a,^+(x,2)

{p \^i+qt)^+n {n-l)'(n-2) (n-3)
ip V-i+qtY+^ («-l) {p (a,a+(A<^)

+9?T+4 {n-\)qt^ (p (3.9)

If we use the results (3.3) through (3.9) and simplify, we get

^ n2(J-x)2 ln(n-l)^{p«.i,t+gti)
—4 (p a.z,t+qt^) + e (p (o'iHt^/)+9 t^)

(p l>-t+qt)^—3 (p y-t+q (n—l)
in^-2n+3) {p ;2

~(pi>-t+ qm (3.10)

If [i* and cr*^ are the fourth central moment and variance res

pectively of the population truncated on the right at the point t, then

[^4 =iP'^i, <+9e^)—4 (p 03, t+qt^) ip y-t+qt)

-j-6 {p{'̂ t^+yf)+ qt^} (p l>.t+qt)^—3 (p y-t+qt)^
(3.11)
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=/) w+9

.-. E s;

Hence

MSE{St^)=

— a* +•' (0*2/

I T"
«(n-l)

_ 2(7*2 „2.|.c,4

3—n

n(n-l)
ri*.4 + ((,♦2-02)

(3.12)

(3.13)

(3.14)

It may be noted that when t approaches the upper limit of the
distribution, , . ; .

p '•l, q »0> 1^4 —*V-i,

and M5£ (5t2)—♦Var (S2)

4. The Relative Efficiency of S^

a*2__>o2

The relative efficiency of S] with respect to may be defined

by

where

32 , 3—«
n n («—1)

1* . 3-«
K + n(n-l):5j
n

XlOO (4.1)
A2+(A-1)2

Q [^4 ft *
P2 - ,

1^4
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The relative efficiency of is greater than unity ifand only if the
r. h. s. of (4.1) is greater than unity, that is,

9(M=

n

•P2

/ 3-n

'«(«-!)

3-n

_n ' n («—1)
which may be rearranged as

A2 3* <P2-n(l-X)2-

X2-2X

<0

n-3

n-1
(1-A2)

(4.2)

(4.3)

Since t and are connected by equation (3.12); therefore, a

region of tfor which MSe{^ j<Var (52) may be found out by
solving (4.2) as a quadratic equation (<? (X)=0, in Aand consider
only those values of Xwhich are in the interval (0, 1).

The optimum value of t can be obtained by solving the
equation

^ MSB {,St^)=0. (4.4)

5. An Example

In this example, we have chosen the underlying distribution to
be exponential

1 _Z-
e ® ,0<j<oo (5.1)

for the following reasons :

1. It is positively skewed.

2. The computations involved are simpler than for other
distributions.

Here,

REF (5/1-3) X100.
(n2-5/i+6)X2-2(n-6)(«-l)x+/j (n-l)-3 (n-l)pMl-?'')

(5.2)

The table below gives relative efficiency of for samples of
?i?es 5, 10, 20, 50, 100 from the exponential distributions. It can be
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seen from this table that the gains in relative efiSciency are achieved
for wide range of t. The gains become modest for large sample sizes
and large values of t. This result is in conformity with that of
Searls. The utility of estimator can be seen from the fact that in
case of a sample of size 5, the expected number of observations
greater than twice the mean is 0.677, {=nq with n=5, ^=0.13524)
and the expected percentage of samples with one or more observations
greater than twice the mean is 52.5% (=100 {\—p^) with n=5,
^=.13524) with relative eflBciency 138.4%.

TABLE 1

Relative Efficiencies (%) of Sj for samples from Ihe Exponential distribution

lue of -|-

II

5 10

Sample Size
20 50 100

1 0.129 123.0 58.2 28.4 11.1 5.5

2 0.441 138.4 93.4 59.4 28.0 14.9

3 0.699 124.1 110.3 90.2 60.8 39.2

4 0.853 112.1 108.5 103.3 90.9 76.0

5 0.933 105.6 104.8 103.8 101.4 97.9

6 0.970 102.5 102.2 101.9 101.3 100.4

7 0.987 101.1 101.0 100.9 100.7 100.6

8 0.995 100.5 100.4 100.4 100.4 100.4

9 0.998 100.2 100.2 100.2 100.2 100.2

10 0.9999 100.0 100.0 100.0 100.0 100.0

SUMMARY

An estimator sl of the population variance is presented
which reduces the effect of large true observations. The proposed
estimator is constructed by replacing all sample observations larger
than a predetermined cutoff point t by the value of t in the usual
unbiased estimator of It has been demonstrated that a region

of t exists where the mean square error of S'f is smaller than the

variance of S^. An example has been given to show that there exists

a wide range of cutoff point t for which is better than 51
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