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INTRODUCTION

Searls [5] proposed an estimator y; for the population mean
w to reduce the effect of a few large observations, particularly in the
samples of small sizes, which are not the outliers but are rather true
observations. The effect of these offending observation is that the

n ' .
. - 1 - . .
usual estimator y = —ITE ¥, of the mean ., though unbiased, gives
i=1 S

an estimate which is considerably higher than the true value of the
parameter p. Tukey and McLaughlin [6], Grow [l1], Dixon [2],
Searls [3] etc. have suggested various tecliniques for estimation of
mean when sample contains extreme or large observations. Searls :3]
proposed an estimator y; for mean which is constructed by replacing
all sample values larger than a predetermined cutoff point ¢ by the
value of titself. The cutoff point need not be any observed value,
say ¥ or, one depending on the parameter to be estimated. It is
assumed that the sampler has only some rough indication of the -
possible range in which the data may occur. It helps‘ him to
choose a cutoff point ¢ and to construct the estimators for the para-
meters of the population; The object of the present paper is to

. 2 C. . : .
show that the proposed estimator S, forvariance o2 is more efficient

then S2? for a wide range of values of t.
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2. THE ESTIMATOR S’
Let y1, y2,...yn, be the sample observations from a distribution

n
with p.d.f. f(y) and cd. f - F(»). Lety =—’11 z ysbe the sample mean
j=1

n
and (n—1) S?= 2 (};,——y—)z. Then, we define
j=1

r
(n—-1) Sf =z yf +(11—r) tz—nif s 2.1
j=1
where r is the number of observations with values less than or equal

tot,
5’¢=%|: z yit+(n—r) t] (2.2)
j=1 '

and ¢ is the cut off point where the distribution F(y) gets truncated

on the right. Let u, a": ag, ; and x4, ; be the mean, variance, third

and fourth moments about the origin of this truncated distribution
and P[y;<t]=F(f)=p and g=1—p. Then
n—r

EGI=E[ = | Elyy | pi<idte B[ 5 (23)
=p ptq?

é’ I:(n—l) Sf ]=E []:Zl y: ]—i—tzE[n»——r]—nE[ 17,2 ] 2.9
E > 5 J=npiel +ul ] : 2.5
) 1

E[n—rl=nq (2.6)

and
' E[ Vi ]=%Dp( oy +ul ')+qt2}—(p ut+qt)2] .

+(p petqs)? 2.7

Hence, from (2.3) to (2.7) we get
E [(n—l) s ]—-—(n—l) I:p ( o] +u )+q 2—(p u¢+qt)2]
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or

: E[ s? ]=p( op +uy )+q B—(p pet+q0)?

=p_[ o} +q (t—p)? ]
=0%2 (say) (2.8)

3. Bias AND MEAN SQUARE ERROR OF S?

Bias ( s )=E[ s ]_02
—o%2__ o2
=—glo/2+p (' —2+2p (t—py) (' —1)] (3.1)

where p,’ and o,'2 are the mean and variance of the left truncated
distribution.

Let A= . Then Bias

( s? )=(7\—1) 62<0 [by virtue of (3.1)], so that 0<A<1,
The mean square error of S,2 can be written as
MSE( s? )nE [ st ]—202 E[ st J+ot G2
L :

Now

| E[ Si ] =m——1§ E[zr ¥ +—r)2—n3? ]2
=1
LA 7 Yoo
+”A2E(‘ v: )2 +2t2E{(n_r)§ 5 }
' j=1 .

o sfenst (3 1)
()] e
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r

E r’:( z Y; )( ¥ ):] = %[P %, ¢ +2(1—1) P‘. %3¢ (p H;Ti“h)_

j=1
+(r1fl) P2 (@412 (pus+q1)?
+(-1)p 4l P +ud) | (4

Ho-n7 |- T10-Dqpeitedte s

+2 (=1 q 1 (p wtg D+(—1) (1-2) g
(P veta?+g 2] (3.9

E[ n-n) 2 3} ] mne-DpaEite (36)
P

E[(n—rPl=n(n—1) ¢®+n g N CK))

r
2
E [(2 Vs ) J =np %,¢+n (n—1) p? (o24p2)? (3.8)
j=1 _ .
and .
— \2 1
E [( J’f ) = F‘[l) w4,3+4 (n—1) p g, (petq 1)
+6 (n—1) (#—2) { p (os*+p.? +qr?}
(P wet+gt)2+n (n—1) (n—2) (n—3)
(P atq 0443 (n—1) {p (62414
+q P +4 (n—1) 2 (p e+ 9)+44 - (3.9)
If we use the results (3.3) through (3.9) and simplify, we get

E[( 8 ) =t =12 (p e gt

’—4 (p @3, 4+ 13)+6 (p (624 p7)+q 12)
- (P etq02—3 (p wtgnNttn (n—1)
(2—2n+3) {p (o2+u2)+q 12
= (p ws+q1)?)? (3.10)

If pLZ‘ and o*2 are the fourth central moment and variance res-
pectively of the population truncated on the right at the point ¢, then
!L: =(poy, s +qet)—4 (p a3, ++403) (p petq0)
F6 {po+1D)+g2 (pw+9)2—3 (p pst+q.)
(3.1
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o*2=p (0 —p?) +q P—(putq 1

=p {o2+q (t—p)% o C(312)
| - o2 P . N .
B[ st] - w A5 ey e

Hence

- . ~
MSE(S2)=|

)

n2— 2n'-l— 3

+- R0 o*4 :|-—2cr*2'0-2-+a4

~
-~

X *
|t 3=
. e n(n—1).

a*f*]fr(m—azf @.14)

- . It may be notedthat when ¢ approaches the upper limit of the '

distribution, S

p—l, g0, oy, o*2—g?

and MSE (S2)—~—Var (8?)

* 4. Tue RELATIVE EFFICIENCY OF Sf

The relative efficiency of S? with respect to S2 may be defined

by
Var (52)
2oy = 7
REF (S2) WSE (5P %100
B 3—n . .
~ Py g
_ . "n("—l) %100~ (41)
* 2" 12 —1)2
[ B} + o | P+ O-D)
e | |
“where
E 3
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The relative efficiency of St2 is greater than unity if and only if the

r. h. s. of (4.1) is greater than unity, that is,

. n —}—m—l—l A2—2

B2 3— n
~[(B -] <o | 42
which may be rearranged as
MOy <Pon (N2 (43)

Since ¢ and o*2 are connected by equation (3.12); therefore, a
region of ¢ for which MSE( Sf ) < Var (82) may be found out by

solving (4.2) as a quadratic equation (p (A\)=0, in A and consider
only those values of A which are in the interval (0, 1).

The optimum value of ¢ can be obtained by solving the
equation

itMSE (S:2)=0, 4.4)
5. AN EXAMPLE

In this example, we have chosen the underlying dlstrlbutlon to
be exponential

1 - '
f(y)=-? e % Lo<y<w 5.1

for the following reasons :
1. It is positively skewed.

2. The computations mvolved are simpler than for other
distributions.

Here,

(n2—5n+6)32—2(n—6) (n—1) »¥n (n—1) =3 (n-1)p* (1—¢%
(5.2)

REF (8.2)= (5n—3) x 100.

The table below gives relative efficiency of Sf for samples of
sizes 5, 10, 20, £0, 100 from the exponential distributions. It can be




]
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seen from this table that the gains in relative efficiency are achieved

_ for wide tange of . The gains become modest for large sample sizes

and large values of f. This result is in conformity with that of
Searls. The utility of estimator can be seen from the fact that in
case of a sample of size 5, the expected number of observations
greater than twice the mean is 0.677, (=ng with n=35, ¢=0.13524)
and the expected percentage of samples with one or more observations
greater than twice the meanis 52.5% (=100 (1—p") with n=S5,
g=.13524) with relative efficiency 138.4%,.

TABLE 1

Relative Efficiencies (%) of S? for samples from the Exponential distribution

Value of - | 1= GT:; 5 10 Sam%e e 50 100
|
1 0129 1230 82 284 - 111 5.5
2 0.41 1384 934 594 280 149
3 0.699 1241 1103 %2 6.8 9.2
4 0.853 1121 1085 1033 909 760
5 0.933 105.6 1048 1038 1014  97.9
6 0.970 1025 1022 1019 1013 1004
7 0.987 1011 1010 1009 1007 1006
8 0.995 1005 1004 1004 1004 1004
9 0.998 1002 1002 1002 1002  100.2
10 0.9999 1000 1000 1000 1000  100.0

SUMMARY
An estimator Sf of the population variance o2 is presented

which reduces the effect of large true observations. The proposed
estimator is constructed by replacing all sample observations larger
than a predetermined cutoff point ¢ by the value of ¢ in the usual
unbiased estimator S* of 02. It has been demonstrated that a region

of ¢ exists where the mean square error of S is smaller than the
variance of S2.° An example has been given to show that there exists

a wide range of cutoff point ¢ for which S? .is better than S2.
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